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ABSTRACT 
People utilize eye gaze as an important cue for monitoring 
attention and coordinating awareness. This study investi-
gates how remote pairs make use of a graphical representa-
tion of their partner’s eye-gaze during a tightly-coupled 
collaborative task. Our results suggest that reproducing 
shared gaze in a remote collaboration setting makes pairs 
more accurate when referring to linguistically complex ob-
jects by facilitating the production of efficient forms of 
deictic references. We discuss how the availability of gaze 
influences coordination strategies and implications for the 
design of shared gaze in remote collaboration systems. 
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ACM Classification Keywords 
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INTRODUCTION 
It is increasingly common to use Internet-based technolo-
gies such as video-mediated communication systems, 
shared display groupware, and telepresence systems for 
remote collaboration. Popular accounts of these systems 
often portend the death of distance and promote notions of 
equitable access to resources such as online education or 
remote medical assessments. However, current scholarship 
paints a more complex picture. Challenges arise when col-
laborative tools are developed without a thorough under-
standing of the ways in which groups coordinate their activ-
ities. For example, failure to consider the visual context of 
an interaction can result in systems that impair a pair’s abil-
ity to establish mutual understanding and effectively col-
laborate [8]. 

In this paper we examine shared gaze and its importance for 
coordinating interaction. We explore the role it plays in 

attention and collaborative work, and examine its potential 
as a design feature for remote collaboration systems.  

BACKGROUND 
When pairs collaborate in face-to-face settings they rely 
upon views of others’ actions to coordinate their interac-
tions [13,14]. Access to shared visual information is partic-
ularly useful for establishing situation awareness [7] (i.e., 
assessing the current state of the task and planning future 
actions) and conversational grounding (i.e., supporting the 
conversation around a joint activity and providing evidence 
of mutual understanding) [5,10]. In other words, pairs better 
coordinate because they can monitor task state, deliver 
timely statements and clarifications, and efficiently and 
unambiguously refer to task objects. 

Shared gaze, or the ability to see where a partner is looking, 
is a critical feature for coordination because it provides evi-
dence of an individual’s allocation of attention. Monk and 
Gale [15] demonstrated that seeing where a partner was 
looking was more effective than simply seeing a partner’s 
face. Vertegaal and colleagues [19] showed how gaze be-
havior could be used to better understand attention during 
group conversations [cf., 17]. Pairs also use their partner’s 
gaze to help disambiguate similar objects [11].  

In response to these findings, researchers have begun to 
develop dual eye-tracking techniques that track and display 
both partners’ eye gaze [3,4,12]. Studies have shown that 
pairs are more efficient and faster at finding a target when 
their partner’s gaze cursor is displayed on their workspace 
[2,16]. Shared gaze can also increase learning gains for 
students discussing complex diagrams [18], and it has been 
shown to serve as an effective referential pointer [1]. 

THE CURRENT STUDY 
In this paper we are interested in understanding how shared 
gaze can be used as a collaborative resource, and we exam-
ine this in three different settings: co-located, remote with 
shared gaze, and remote without shared gaze. The co-
located condition serves as a baseline for performance 
comparison with the remote setups that examine a shared 
visual space with and without shared gaze. Prior work sug-
gests that the benefits of shared visual feedback depend 
upon task and object features [10]. Therefore, we also ma-
nipulate the lexical complexity and discriminability of the 
objects because it has been shown that visual feedback is 
particularly useful when referential grounding is difficult. 

 
Permission to make digital or hard copies of all or part of this work for
personal or classroom use is granted without fee provided that copies are
not made or distributed for profit or commercial advantage and that copies
bear this notice and the full citation on the first page. Copyrights for com-
ponents of this work owned by others than ACM must be honored. Ab-
stracting with credit is permitted. To copy otherwise, or republish, to post
on servers or to redistribute to lists, requires prior specific permission
and/or a fee. Request permissions from Permissions@acm.org. 
CHI'16, May 07-12, 2016, San Jose, CA, USA  
© 2016 ACM. ISBN 978-1-4503-3362-7/16/05…$15.00  
DOI: http://dx.doi.org/10.1145/2858036.2858499 
 

Distance Still Matters #chi4good, CHI 2016, San Jose, CA, USA

2492



O
p
a
ip
B
ti
r
o

P
ti
w
a
b
p
th
E
p
(
e
a
(
s
p
t
p

M

P
T
U
o
m
A
A
a
I
s
p
p
th

P
P
a
a
in
s
w

Our task requi
puzzle (figure 
a fixed position
pants must sim

Both mouse cu
ion;  however,

remote conditio
of their matchin

Participants pe
ions. They are

working togeth
and working on
by a visual bar
physical gestur
he task design

Each trial is c
posed of either
(figure 1 and 3
encourage both
a 3 × 2 within
(co-located, re
shared gaze) a
plex) as the fac
erbalanced an

placement) to e

METHOD 

Participants 
Thirty-six stud
U.S. University
of the pairs w
mixed). Sixt
Asian/Pacific 
American, 8% 
age from 18 to
Individuals wi
study. Pairs ha
prior experienc
pants were con
heir participati

Procedure 
Participants are
and demograph
and encourage
nformed they 

score, and then
with the experi

Figure 1: Exa

res participant
1). The puzzle 
n on the screen
multaneously s
ursors are disp
 they are not sh
ons. Dragging 
ng edges allow

erform the task
e either co-loc
her on the sam
n individual b
rrier (figure 2)
ring was not e
n encouraged p
comprised of f
r simple object
). Score and ti

h fast and accu
-subjects desig
emote with s
and linguistic 
ctors. The expe
d pairs are ra

each set of task

dents and staff 
y participated i
were female-f
ty-one perce
Islander (28%
Mixed Race / 

o 40 with 53%
th colorblindn

ad no prior ex
ce with the sha
nsented and rec
ion.  

e first asked to 
hic survey. Th
ed to commun
will be timed 

n they perform
imenter presen

 

ample simple (l

ts to jointly as
pieces are ran

n. To move a p
select two inde
layed in the c
hared across pa
the pieces to 

ws them to be co

k in all three 
cated, seated s
me display, or
ut identical di
). In the co-lo
explicitly forb
pointing via th
four puzzles, w
ts or visually c
ime are display
urate performan
gn with degree
shared gaze, 
complexity (si
erimental trials

andomly assign
k orderings. 

f members from
in the study. F
female (6% m
ent of part
% Caucasian
Other). Partic

% percent in t
ness were exc
posure to one 
ared gaze disp
ceived $10 or c

complete a co
hey are then gi
nicate freely. 
for each puzz

m a simple 3 x
nt to answer a

eft) and comple

ssemble a 4 x
ndomly placed 
piece both parti
ependent piece
o-located cond
articipants in th
within 10 pixe
ombined.  

gaze configur
side-by-side an
r pseudo remo
splays separat

ocated conditio
idden; howeve

he mouse curso
which are com

complex patter
yed on screen 
nce. We emplo
e of shared ga
remote witho
imple and com
s are fully cou
ned (without r

m a Midweste
Fifty-five perce
male-male, 39
ticipants we
, 3% Africa

cipants ranged 
the 18-21 rang
cluded from th

another and n
play. All partic
course credit f

olorblindness te
iven instructio
Participants a

zle and receive
x 3 practice tri
any questions. 

ex puzzles (righ

 4 
in 

ic-
es. 
di-
he 
els 

ra-
nd 
ote 
ed 

on, 
er, 
or. 
m-
rns 
to 
oy 

aze 
out 
m-
un-
re-

ern 
ent 
9% 
ere 
an-

in 
ge. 
he 
no 
ci-
for 

est 
ns 

are 
e a 
ial 
In 

the rem
ed usin
when t
7 of 18

Measu
Accura
cessful
pairs r
and the

Compl
from w
pieces
recalib

Our an
gaze c
mote w
comple
modele
referen
gressio
within-

Conver
ways in
tor. Th
with an

Two le
classifi
play or
by vid
pattern
directe
and cla
confus
coding
and ac

ht). 
         

 

Fig

mote condition
ng a 9-point ca
the tracker bec
8 pairs). 

ures 
acy Score capt
lly coordinated
receive 10 poin
ey lose 10 poin

letion Time is 
when the puzz

are combined
bration time is s

nalysis uses a 
condition (co-l
without shared
ex), and trial (
ed as a random
nces and ackno
on with share
-pair factors, a

rsational Codi
n which the pa

he spoken corp
n average of 4,

evels of coding
fication of utte
r in which part

deos. The follo
ns (and are fur
ed use of gaze 
arifying) and p
sion, and distra
g scheme to c
cknowledgeme

Figure 2: D

gure 3: Partner

ns the participa
alibration. Parti
came inaccurat

tures the exten
d on piece sele
nts for correct
nts for incorrec

recorded as th
zle first appear
d. If participa
subtracted from

a mixed model
located, remot
d gaze), lingui
(1-4) as within
m effect. Addit
owledgements 
ed gaze and l
and pair is mod

ding is used to
airs make use o
pus contained 
,689 words per

g are performe
erances related
ticipants use th
owing behavio
rther discussed
(e.g., pointing

problems with 
actions). Additi
capture instanc
ents (table 1). 

Dual eye-trackin

r’s gaze represen

ants’ eye gaze 
icipants were r
e (required onc

nt to which the
ection and asse
ly combining 

ct combination

he time (in mi
rs on the scree
ants are recalib
m overall time.

l regression w
te with shared
istic complexit
n-pair factors,
tional analyses
uses a mixed

linguistic com
deled as a rando

o help us unde
of the shared g
a total of 84,3

r pair. 

ed. The first is
d to the shared
he gaze cursor 
ors emerged a
d in the result

g, comparing, c
gaze (e.g., mis
ionally, we use
ces of deictic 
These capture

ng configuratio

ntation highligh

is calibrat-
recalibrated 
ce each for 

e pairs suc-
embly. The 
two pieces 
s. 

illiseconds) 
en until all 
brated, the 
.  

with shared 
d gaze, re-
ty (simple, 
and pair is 

s on deictic 
d model re-
mplexity as 
om effect. 

erstand the 
gaze indica-
394 words, 

s a general 
d gaze dis-
as verified 

as common 
ts section): 
confirming, 
salignment, 
e a targeted 

references 
e linguistic 

on. 

hted in red. 

Distance Still Matters #chi4good, CHI 2016, San Jose, CA, USA

2493



expressions that change depending on the visual context in 
which they are used. For example, when pairs discuss ob-
jects in a shared space they often shift from using longer 
noun phrases to shorter deictic pronouns [9]. 

Deictic references phrases that use the deic-
tic terms “this,”  “that,” “there,” or other 
related terms to describe a piece. 

“You grab that piece, 
and I'll grab the corre-
sponding piece.”

Acknowledgment phrases such as "okay," 
"yeah," and/or repetition of the previous 
speaker's words. 

S1: “This one?”  
S2: “Yeah” 

Table 1. Coding scheme and examples. 

Apparatus 
We use two Eyetribe remote eye trackers and two 20” Dell 
monitors with wireless mice. The eye trackers capture the 
gaze patterns of each participant and our software sends the 
coordinates to the partner’s display to be visually represent-
ed with an eye cursor (figure 3). We sample at a rate of 
30Hz and participants are calibrated to an accuracy between 
.5 and 1 degree of visual angle. The task is locally net-
worked to mirror all actions on each display. 

Natural eye movements and fixations are sporadic, and 
without correction can lead to overly jittery shared gaze 
streams. We implemented a real-time smoothing function to 
reduce the distracting local eye movements that occur 
around fixations. We iteratively applied a velocity based 
saccade detection method to determine an appropriate 
threshold for the smoothing function (following [6]). For 
every new gaze coordinate, the function first calculates the 
speed of gaze movement (distance from current gaze to the 
previous one divided by time). If the speed of the gaze is 
smaller than 1.5 pixels per second, the cursor will not move 
from the current location. If the speed of the gaze is larger 
than 1.5 pixels per second, the cursor will move to the new 
coordinates. The smoothing function is as follows:  

݂݅	 ඥሺݔ௧ − ௧ିଵሻଶݔ + ሺݕ௧ − ݁݉݅ݐ௧ିଵሻଶݕ ≥  ݏ/ݏ݈݁ݔ݅	1.5

RESULTS 
The degree of shared gaze did not exhibit a main effect on 
the accuracy score, F(2, 32.7) =  0.88, p = .43; however, 
this was masked by a significant interaction between the 
degree of shared gaze and linguistic complexity, F(2, 34.1) 
= 3.35, p = .047, (figure 4). The interaction reveals little 
difference in score when the pieces are easy to describe 
with language (all p’s > .05). However, when the task ob-
jects are linguistically complex, the pairs perform better in 
the co-located than the no shared gaze condition (F(1, 
56)=5.02, p = .029). The shared gaze condition was not 
found to be different from either the co-located or the no 
shared gaze conditions (both p’s > .05). To summarize, 
when the task objects are easy to describe with language, 
collocation and shared gaze make little difference. Howev-
er, when the task objects are linguistically ambiguous, co-
location performs better than no shared gaze, while the re-
sults for shared gaze are inconclusive. 

We also examined completion time, which is important for 
tasks that may exhibit a speed-accuracy tradeoff. The de-
gree of shared gaze had an effect whereby the pairs were 
fastest to complete the puzzle when they were in the co-
located condition (M = 176.4s SE = 11.3) compared to both 
the shared gaze condition (M = 231.7s SE = 11.4; for the 
comparison F(1, 30.55) = 24.6, p < .001) and the no shared 
gaze condition (M = 222.8s SE = 11.1; F(1, 28.6) = 18.1, p 
< .001). There were no detectable differences in the pairs’ 
performance in the shared gaze and no shared gaze setups, 
F(1, 29.4) = 0.65, p = .43.  

Content Analysis  
Participants used significantly more deictic references when 
talking about pieces in the shared gaze condition (M = 23 
SE = 2.95) compared to the no shared gaze condition (M = 
17.13 SE = 2.95); for the comparison F(1, 42) = 8.53, p = 
.006. Additionally, participants produced more acknowl-
edgments in the shared gaze (M = 24.27 SE = 1.69) com-
pared to the no shared gaze condition (M = 19.4 SE = 1.69; 
F(1, 42) = 5.55, p = .023); however, there was no signifi-
cant difference in the number of questions asked between 
the two remote conditions.  

Further analysis of the conversations suggests that partici-
pants used the gaze cursor to attract attention to a specific 
piece or compare multiple pieces without needing to use 
descriptive language. For example, in figure 5, Subject A 
uses their gaze to indicate two pieces (line 1-2), and Subject 
B follows their gaze and is able to correctly identify and 

 

Figure 5: Pointing and comparing (all illustrations are simpli-
fied by removing non-relevant pieces). 

Figure 4. The effect of shared gaze and linguistic complexity 
on accuracy (error bars represent +/- SE).  
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combine the two pieces (line 3). The use of pointing and 
comparing allowed participants to bypass grounding on 
pieces and instead use deictic references.  

Participants were also able to coordinate by indicating with 
both gaze and language to ground on the pieces.  For exam-
ple, in figure 6, Subject B uses their gaze cursor to signal 
back to Subject A and confirm that they are looking at the 
same piece (line 2). This requires both participants to ex-
plicitly mention and acknowledge each other’s gaze. 

Participants also used the gaze cursor to circumscribe the 
referential domain [14]. The gaze cursor allows participants 
to highlight a particular sub-region of the screen and then 
use more general features to describe a specific piece. For 
example in figure 6, Subject B, maintains their gaze to indi-
cate the piece and uses generic features to clarify that they 
are looking at the same piece (line 4).  

Problems with Gaze 
Shared gaze was not entirely beneficial. In fact, it becomes 
problematic when the eye-tracking is even slightly misa-
ligned. When this occurred participants sent mixed signals 
to their partner by describing one piece while appearing to 
be looking at a different piece. For example, in figure 7, 
Subject A tries to communicate with Subject B about two 
pieces but their gaze cursor is misaligned and the pair are 
not aware they coordinated on different pieces.  

Participants were also reluctant to use the gaze cursor be-
cause of the nature of gaze itself. Sporadic eye movement 
can be difficult to interpret and potentially distracting. In 

the following excerpt, Subject A tries to use the gaze cursor 
to indicate a piece but Subject B cannot interpret the signal.  

Subject A: Okay... Do you see the ones with, like the orange 
stripes? The one I'm looking at now? And then this other one that 
I'm looking at. 
Subject B: The top... Your eyes are very... You're moving a lot. 
Subject A: Well, they're like one of the "L" parts. 

In this case the gaze cursor is a distracting feature that re-
quires more effort than it is worth. 

DISCUSSION 
The addition of shared gaze in remote collaborative work 
allows pairs to coordinate and use strategies similar to co-
located practices. In this study we see that pairs are more 
accurate with linguistically complex objects when they are 
co-located as compared to when they are remote without 
shared gaze, while the results for the shared gaze condition 
are inconclusive. However, a detailed content analysis re-
veals that pairs use efficient deictic references and 
acknowledgements of behavior when gaze is shared com-
pared to when it is not. The most explicit benefits of the 
gaze cursor occur when it is used as a pointer to highlight 
areas of interest or compare pieces, especially when the 
visual space or objects being discussed are lexically com-
plex. Additionally, gaze information was used to signal 
between participants to confirm and clarify points of confu-
sion and facilitate agreement before piece selection.  

Designing shared gaze for remote tasks has a number of 
constraints resulting from the fact that eye trackers do not 
always provide a reliable track and as a result can misrepre-
sent where people are looking. However, attempting to 
maintain accuracy by providing feedback to the gaze sender 
is not effective because it can produce a feedback loop that 
causes people to follow their own cursor.  

Another challenge exists in that gaze is typically a subtle 
cue in co-located work, while in contrast, when gaze is 
shared digitally the constant movement and lack of inten-
tional signaling can be disruptive and confusing. This may 
be a result of our task design; in search tasks [2] gaze in-
formation has a defined role that has been shown to facili-
tate coordination when shown continuously. However, in a 
highly interdependent task without a leader - follower dis-
tinction [18], attending to gaze was primarily beneficial 
when it was used purposefully.  

Finally, future avenues for the design of shared gaze should 
consider how often gaze information should be displayed 
and when. For example, shared gaze was primarily useful 
when participants made directed intentional eye movements 
by staring at a region of interest for an extended period of 
time. A form of selective shared gaze could reduce some of 
the distracting aspects of a continuous gaze stream [cf., 17]. 
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Figure 6: Confirming and clarifying. 

Figure 7: Misalignment. 
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